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ABSTRACT
Knowing the topics of a software forum post, such as those on
StackOverflow, allows for greater analysis and understanding of
the large amounts of data that come from these communities. One
approach to this problem is using extreme multi label classification
(XMLC) to predict the topic (or “tag”) of a post from a potentially
very large candidate label set. While previous work has trained
these models on data which has explicit text-to-tag information,
we assess the classification ability of embedding models which
have not been trained using such structured data (and are thus
“unsupervised”) to assess the potential applicability to other forums
or domains in which tag data is not available.

We evaluate 14 unsupervised pre-trained models on 0.1% of
all StackOverflow posts against all 61,662 possible StackOverflow
tags. We find that an MPNet model trained partially on unlabelled
StackExchange data (i.e. without tag data) achieves the highest
score overall for this task, with a recall score of 0.161 R@1. These
results inform which models are most appropriate for use in XMLC
of StackOverflow posts when supervised training is not feasible.
This offers insight into these models’ applicability in similar but not
identical domains, such as software product forums. These results
suggest that training embedding models using in-domain title-body
or question-answer pairs can create an effective zero-shot topic
classifier for situations where no topic data is available.
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1 INTRODUCTION
StackOverflow 1 is an online forum containing questions and an-
swers regarding programming. It has been widely used throughout
the software engineering literature to study, amongst other things,
how developers write code examples [30], how developers inter-
act [42], how code gets reused [1], how to use StackOverflow posts
to support code re-documentation [39], and how to use code from
1https://stackoverflow.com/
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StackOverflow to direct automatic program repair [26]. Each ques-
tion asked on StackOverflow has a title and body, which describe
what the user is asking about, and a set of between one and five
“tags”, which describes the theme or topic of the question. These
tags can be useful in analysing posts on a large scale. For example
Abdalkareem et al. [1] filtered StackOverflow posts based on the
“Android” tag to investigate code reuse from the platform.

Automated approaches have been proposed for automatically
applying tags to posts [25, 36]. Many standard machine learning
classifiers exist within the literature which are trained to classify
posts into a small subset of the most popular tags available [18, 21,
43]. However, if classification is not constrained to just the most
popular tags, then predicting tags of a post becomes an extreme
multi label classification (XMLC) problem, in which a potential
label set of thousands of tags are considered when classifying [45].
Recent work has trained text embedding models on text-tag pairs
to classify text using tags that were unseen at training time [23].
However, this approach still requires a large amount of text-to-tag
training pairs and may not be able to be applied to new platforms
or domains.

App store reviews [8, 28], software subreddit Reddit posts [2],
and product user forums [38] have all been shown to contain infor-
mation that could be relevant to the software development cycle,
and thus could be used to improve the product overall. However,
these data sources do not contain explicit tags of all the topics
discussed within the posts. Being able to classify tags or topics to
posts on these other platforms would enable more effective filtering
and analysis of this valuable information. A model that can accu-
rately classify tags to StackOverflow posts without being trained
on StackOverflow tag data could open up possibilities for other
platforms.

We extend previous work by using publicly available embedding
models which have not been explicitly trained to embed tags to
questions to do this classification. Our approach embeds each post
and each possible tag name using a pre-trained model, and then
compares the similarity of each embedding to create a ranking
across the label set for each post. We evaluate across a wide variety
of models to determine which are best able to classify correct tags
to a given post. We also provide an evaluation focused on “rare”
tags that are seldom used within our dataset to demonstrate how
these models perform in situations where training data would not
be available, and thus supervised classifiers could not be applied.

We report which models achieve the highest performance for
fully unsupervised XMLC of StackOverflow posts. Our findings
indicate that training an embedding model on pairs of text from the
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same data domain as the intended XMLC task creates a superior
XMLC model. These findings have implications for topic classifica-
tion and topic search in data sources outside of StackOverflow.

This work is guided by the following research question:

RQ - Which unsupervised model is best able to perform XMLC
on StackOverflow data?

The replication package for these experiments has also been
made available online 2.

2 BACKGROUND
StackOverflow has been described within the literature as “one of
the most visible venues for expert knowledge sharing around software
development” [29]. This has lead researchers to study the topics
and content of what this large community of programmers are
saying [4]. Due to the fact that the tags associated with any Stack-
Overflow post may not be exhaustive, machine learning systems
have been employed to extract generic topics contained within
these discussions. Examples include using Latent Dirichlet alloca-
tion (LDA) to extract topics from posts which have already been
filtered by using the machine_learning tag [3]. Thus, much work
has been done on automatically classifying all the tags applicable
to a post.

Initial approaches for classifying tags of StackOverflow posts,
such as those by Kuo [25] and by Schuster et al. [36], included using
Bayesian word co-occurrence models, which find the probability
that each word from a post appears individually in the post from
a given tag. These probabilities are modified by the tags global
frequency, and are then used to predict the most probable tags
given a piece of text.

Other early classification methods involved classifying posts into
a small tag subset (i.e. hundreds of the most common tags). This
includes training classical machine learning models (e.g. Bayesian
co-occurrence, k-NN, SVM, NNS) on bag-of-words (BoW) or term
frequency inverse document frequency (TF-IDF) features to classify
into a relatively small tag subset, such as in work by Hong and
Fang [21], González et al. [18], and Wang et al. [43].

Neural networks have also been used to classify posts, with the
TagCNN, TagRNN, TagHAN, and TagRCNN models presented by
Zhou et al. [46], which are convolutional neural networks (CNNs)
or recurrent neural networks (RNNs) which generate embedding
representations of posts that are passed to a softmax layer which
classifies over tens of thousands of tags. Another example of this
include Post2Vec by Xu et al. [45], which are a series of CNNs
which are similarly trained as above (with a sigmoid layer instead
of a softmax classification layer), but also include code snippet
information within the generated representation.

Such embedding approaches have been further improved upon
by training neural networks to generate embeddings of both text
and tag. Nie et al. present a model which trains embeddings of posts
to be closer in embedding space to embeddings of tags associated
with a post than those not associated [31]. This is done by pre-
processing the posts and tags separately, generating vectors for
both, then calculating the dot product between these vectors. This
dot product result is then passed to a sigmoid cross entropy loss
2https://doi.org/10.5281/zenodo.5880185

function, with the labels supplied to the loss function being 1 if the
tag in question was given to the post, and 0 otherwise. In contrast to
previous approaches, these embeddings allow for fast comparison
between a piece of text and many candidate tags, which in turn
enables comparison of a large amount of posts and classes at once.

The above approaches all rely on training on a set of tags and
then predicting tags at inference time only out of those included at
training time. Jain and Roy propose a zero-shot setting for StackEx-
change forum classification [23], in which skip-gram embeddings
are first trained using a selection of posts to tags. Tags are then
split into “seen” and “unseen”, with the former being used for train-
ing a standard text classifier into one of the seen tag classes. An
embedding similarity matrix created between the seen and unseen
tags, and posts that are classified as being one of a set of seen tags
are also classified as being one of a set of similar unseen tags. This
approach allows for new tags to be considered at inference time,
but still requires much data for creating the initial skipgram embed-
dings. Moreover, since they focus on three smaller StackExchange
subfora, there are a maximum of 1,895 classes considered at any one
time for classification, which is much less than the potential topics
available on larger StackExchange forums such as StackOverflow.
With a smaller class set, it becomes more difficult to predict the
ability of models to deal with “one-off” unique tags or topics, which
would appear in the real world.

A model for generalized XMLC was created by Gupta et al. [20].
This model is efficiently trained on 31 million labels from four data
sources (legal data, Amazon review data, Wikipedia data, propri-
etary Bing Ad search data) to create a model that can classify text
on previously unseen labels. Due to the fact that this model has not
been tested on StackOverflow data, it is unclear how well it would
perform in the StackOverflow XMLC task.

General embedding models are a potential candidate for use in
the XMLC problem. Models such as SBERT[34] and USE[7] have
been trained on a wide variety of paired text datasets such that they
produce embeddings that demonstrate good performance when
used on a range of down-stream tasks, such as in the Semantic Text
Similarity Benchmark[6]. Due to their relative generality, these
models may be well placed to perform zero-shot tasks. It remains
an open question as to whether these models would provide a good
embedding base from which XMLC could be performed on the
StackOverflow tag prediction task.

To the authors’ knowledge, there has been no prior work within
the literature which seeks to evaluate the StackOverflow XMLC
effectiveness of embedding models which have not been trained on
the StackOverflow post to tag classification problem. In this paper,
we aim to fill this gap by examiningwhether it is possible to perform
XMLC on software engineering artifacts without a supervised label-
set data signal.

3 METHOD
3.1 Our data
The data used in this study was downloaded from a StackOverflow
mirror available on archive.org 3. This data was unzipped, and the
posts data (Posts.xml) was used as our dataset. We selected only the

3https://archive.org/download/stackexchange/stackoverflow.com-Posts.7z
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question posts (i.e. no comments or answers) for our evaluation, as
has been done in the previous literature. We focused on analysing
posts only from the StackOverflow forum as it is the biggest on
StackExchange and the most studied throughout software engineer-
ing literature.

From the 21,641,802 posts downloaded, we found 61,662 unique
tags. Due to computational limitations, a subset of the 21,641,802
posts was selected such that all posts could be loaded into memory
at once on the computer being used. The entire dataset was iterated
over, one post at a time, with each post having a 0.1% chance of being
added to a dataset for further classification. The 0.1% figure was
chosen as the highest order of magnitude that could be loaded easily
into memory. This resulted in a classification dataset of 217,174
individual posts containing 27,092 unique tags.

In our results, we further break down our dataset into an “un-
popular” subset, in which we select only posts which contain at
least one unique tag within the dataset (i.e. only selecting posts
which contains a tag which is only used once within our dataset).
This resulted in a subset of 9,740 posts that contain tags that would
be difficult for a standard supervised classifier to classify due to a
paucity of training data. There is a “long tail” of unpopular posts
within the dataset we studied, with 21,765 out of 27,092 unique tags
being used in less than 10 posts, which represents 55,683 ( 25%)
total posts. This shows the importance of being able to classify rare
or unseen topics, and so this evaluation is also reported to contex-
tualise the evaluated model’s performance in a scenario unsuited
to standard supervised classifiers.

3.2 Pre-processing
Tag text was cleaned by replacing all hyphens in text with spaces
(e.g. “amazon-s3” becomes “amazon s3”) to make tags appear more
like natural language, which most evaluated models have been
exclusively trained on.

Only text from the question body was used in our evaluation.
Because the post data as available on archive.org is supplied in
HTML format, text was extracted from the post body using the
BeautifulSoup HTML parser. During this process, any <code> and
<blockquote> tags were removed from the body before extracting
all text within the remaining HTML.

3.3 Evaluation
An illustration of our zero shot classification evaluation method
can be found in Fig 1.

All posts were converted from text into an embedding using an
embedding model. All possible tags (61,662) were also converted
from text into an embedding. These two sets of embeddings were
then compared using a similarity function to create a similarity
matrix between all posts and all tags. Tags were then ranked based
on similarity for each post, with the more similar tags being ranked
higher. The top 10 rankings for each post were then compared to
the true labels given to each post. Evaluation metrics were then
generated.

Multiple embedding models were tested, and are explained in
more detail in section 3.4. The similarity function used within this
paper was cosine similarity due to the fact that some models tested
(such asMPNet (All) and CLIP) were trained to explicitly model

Figure 1: Example of how the post text and tags are compared
to generate a ranking of tag recommendations based on sim-
ilarity score.

semantic similarity in text through cosine distance between text.
Early experiments indicated that using cosine, Euclidean, or Man-
hattan distance measures did not greatly affect the final rankings of
tags. The evaluation metrics used in this work are the same as those
used by Xu et al. [45] and Jain and Roy [23]. We report the recall,
precision, and F1 of the recommendations generated at different rec-
ommendation sizes. This gives the accuracy (and hence usefulness)
of our XMLC method when outputting 𝑛 recommendations. We
choose to report evaluation metrics for between 1-10 recommenda-
tions. Notation is standard, with precision over 3 recommendations
being denoted as P@3, for example.

3.4 Models (and their datasets)
Various models were used to create embeddings for comparing post
text to tags. These are all derived from deep Transformer [40] based
models which have been pre-trained on a large set of data. The pre-
training tasks of the models evaluated are broadly in two categories:
language modelling and similarity embedding. Language modelling
trains a model to re-write a known passage of text given that some
of it is hidden to the model, and this can be performed on any
format of free text. Similarity embedding trains a model to embed
two pieces of text into a close embedding space if they are labelled
as "matches" and in a distant embedding space if not. A model can
be trained using this task as long as similar and dissimilar text
pairs are available, which could be questions and answers, post
titles and bodies, abstracts and articles, or some other similarity
signal. Outside of these two tasks, the Universal Sentence Encoder
(USE) [7] is trained in a multi-task setting, with the tasks including
a SkipThought like task [24], a conversational input-response task,
and various classification tasks. This multi-task pre-training is done
to create a general embedding of a piece of text for use in any of
a multitude of different situations. Once pre-trained, models all
take text as an input and output a vector or set of vectors which
represent some of the semantic content of the text, and these vectors
are used as an embedding which can then be compared.
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Source Source ID Cite Training dataset Training task Base model
MPNet (All)

sbert.net

all-mpnet-base-v2

[34]
"All" dataset

Similarity task
with text pairs

MPNet[37]
MiniLM (All) all-MiniLM-L6-v2 MiniLM[44]

MPNet (QA) multi-qa-mpnet-
base-dot-v1 "QA" dataset MPNet[37]

MiniLM (QA) multi-qa-MiniLM-
L6-dot-v1 MiniLM[44]

LaBSE LaBSE [16] CommonCrawl, Wikipedia, and
multilingual text pairs mined online None

SPECTER allenai-specter [9] Pairs of scientific papers that are
close or distant on the citation graph None

CLIP
(Multilingual)

clip-ViT-B-32-
multilingual-v1 [32] Image and caption pairs

Similarity task
with text and
image pairs

None

USE (Large) TFHub

google/
universal-sentence
-encoder-large/5 [7] Wikipedia, web news,

web question-answer pages,
discussion forums, and SNLI[5]

Assorted tasks
to create
general
embedding

None

USE (Base)
google/
universal
-sentence-encoder/4

BERT
(Base uncased)

Huggingface

bert-base-uncased [12] Wikipedia, Book Corpus[47],
CommonCrawl Masked

language
modelling

None
BERT
(Base cased) bert-base-cased

DistilBERT
(Base cased)

distilbert-
base-uncased [35] None

CodeBERT microsoft/
codebert-base [17] CodeSearchNet challenge dataset[22] None

Graph
CodeBERT

microsoft/
graphcodebert-base [19] CodeSearchNet challenge dataset[22] CodeBERT[17]

Table 1: Description of all models used in our evaluation. Base model details the original model which was used upon which
the resulting model was trained using the training task.

A selection of models available on sbert.net 4 [34], Huggingface 5,
and TF Hub 6 were evaluated.

The criteria for selection of our models was based on a mixture of
choosing models with high performance on the sbert.net semantic
search and sentence embedding leaderboard 7, speed, and training
diversity. This selection was intentionally diverse to aid in finding
the highest performing model on our task.

Two of the models evaluated, MPNet (QA) and MPNet (All),
were based on MPNet [37] and were both trained using siamese
networks (as was done by S-BERT [34]) but with different datasets.
These two models were the highes performing on the aforemen-
tioned sbert.net leaderboard. One was trained using a “QA” dataset,
which contains text pairs from a variety of sources, including
WikiAnswers [14], Amazon product pages [41], SQuAD2.0 [33],
and StackExchange. The StackExchange data makes up 47,017,540
text pairs out of 214,988,242 total training pairs ( 22%) of the whole
dataset, which in turns consists of 25,316,456 ( 12%) StackExchange

4https://www.sbert.net/docs/pretrained_models.html
5https://huggingface.co/models
6https://tfhub.dev/
7Provided by sbert.net at https://www.sbert.net/docs/pretrained_models.html#model-
overview

post title-body pairs, 21,396,559 ( 10%) title-answer pairs, and 304,525
(<1%) title-title duplicate post pairs 8. The second MPNet-based
model was trained using an “all” dataset, which contains all of the
data in the “QA” dataset, plus other text pair data from different
sources, including Semantic Scholar (title and abstract pairs) [27]
andWikipedia (English article and simple English article [10]). This
dataset is much larger (1,170,060,424 training pairs), meaning that
StackExchange data is a lower share of total training data in this
dataset 9.

Two similar models, MiniLM (QA) and MiniLM (All), were
also evaluated, and are based on the 6 layer variant of the MiniLM
model [44], again with variants being trained on either the “QA” or
“all” datasets. These model variants perform slightly worse the the
aforementioned sbert.net leaderboard, but are much smaller models,
consequently embedding text faster. These models are included as
a faster alternative model in our evaluation.

8https://huggingface.co/sentence-transformers/multi-qa-mpnet-base-dot-v1 -
Archived on 24 November 2021 on the WayBack Machine (https://archive.org/web/)
9https://huggingface.co/sentence-transformers/all-mpnet-base-v2 - Archived on 12
January 2022 on the WayBack Machine (https://archive.org/web/)

https://www.sbert.net/docs/pretrained_models.html
https://huggingface.co/models
https://tfhub.dev/
https://www.sbert.net/docs/pretrained_models.html#model\protect \discretionary {\char \hyphenchar \font }{}{}overview
https://www.sbert.net/docs/pretrained_models.html#model\protect \discretionary {\char \hyphenchar \font }{}{}overview
https://huggingface.co/sentence-transformers/multi-qa-mpnet-base-dot-v1
https://archive.org/web/
https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://archive.org/web/
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Both the base USE (Base) 10 and large USE (Large) versions 11

of USE [7] were also evaluated. The training data for the USE model
is only given as being sourced from “Wikipedia, web news, web
question-answer pages and discussion forums”, and is augmented
with the SNLI dataset [5]. Therefore, we do not know specifically
what these models were trained on. This model has been used
within the Software Engineering literature before with promising
results [11, 13], and thus was included in our evaluation.

For other embedding models, we also investigated the perfor-
mance of the sbert.net version of SPECTER [9], the multilingual
version of CLIP [32], and the sbert.net version of LaBSE [16].
These models have been trained on scientific citations, image and
text pairs, and multilingual text pairs respectively, representing a
distinct set of training data compared to the above models.

Outside of embedding models, we also evaluated the averaged
outputs of several standard language models (i.e. models that were
not trained to create good text embeddings specifically). This in-
cluded 2 BERT [12] variants, distilBERT [35], CodeBERT [17],
and GraphCodeBERT [19]. The output of these models was aver-
aged across all token positions to create a standard length embed-
ding for each piece of text.

A basic baseline was also included within the evaluation to con-
textualise results. This baseline is the 10 most frequent tags from
our dataset recommended for every post. This was chosen as a
simple, naive baseline against which to test, effectively serving as a
majority baseline for the recommendations.

Full details of the models can be found in Table 1.

4 RESULTS
The recall of each model is listed in Table 2, while plots of recall,
precision, and F1 score at different recommendation sizes can be
seen in Fig 2 for all models with a non-negligibly small performance.
We can see that the MPNet and MiniLM based models outperform
all other models significantly. Specifically, the models trained on the
“QA” datasets are best performing, with theMPNet model (QA)
best out of these. This model outperforms the baseline for P and R
@1-4, and has a higher maximum F1 score. TheMPNet (QA)model
has a maximum recall value at R@1 of 0.161, meaning that roughly
16% of all top recommended tags were in the list of tags for the given
StackOverflow post. For F1 score, theMPNet (QA)model performs
best at F1@3, with a score of 0.112 (compared to the baseline value
of 0.094), and the baseline performs best at F1@5, with a score of
0.097 (compared to the MPNet (QA) score of 0.095). This is best
illustrated in Fig 2, where MPNet (QA) (red line) has a higher
precision, recall, and F1 for small recommendation sizes, while the
naive baseline (pink line) exceeds it at larger recommendation sizes.
The non-embedding trained models, as well as CLIP, LaBSE and
SPECTER, all performed poorly on this task, with recall never
rising above 0.053 for any of these models.

The graphs of precision, recall, and F1 score for the highest scor-
ing models on the “unpopular” subset are plotted in Fig 3. Again,
both QA-dataset trained models outperformed all other models, but
also outperformed the baseline on R@1-10.

10https://tfhub.dev/google/universal-sentence-encoder/4
11https://tfhub.dev/google/universal-sentence-encoder-large/5

(a) Recall

(b) Precision

(c) F1

Figure 2: Evaluation metrics @1-10 on the whole evaluation
dataset. MPNet (QA) performs best of all models across all
metrics, and outperforms the naive baseline for small rec-
ommendation sizes.

RQ - Which unsupervised model is best able to perform
XMLC on StackOverflow data?
A - We find both models that were trained mainly on Stack-
Overflow text pairs,MPNet (QA) andMiniLM (QA), per-
form better at XMLC on StackOverflow posts than all other
models evaluated. Overall accuracy is poor over the large
label set evaluated.

https://tfhub.dev/google/universal-sentence-encoder/4
https://tfhub.dev/google/universal-sentence-encoder-large/5
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R@1 R@2 R@3 R@4 R@5 R@6 R@7 R@8 R@9 R@10
Baseline 0.105 0.094 0.089 0.080 0.075 0.070 0.058 0.053 0.045 0.041
MPNet (QA) 0.161 0.129 0.104 0.083 0.067 0.055 0.047 0.041 0.036 0.032
MiniLM (QA) 0.128 0.105 0.087 0.071 0.059 0.050 0.043 0.038 0.034 0.031
MiniLM (All) 0.104 0.085 0.070 0.057 0.048 0.040 0.035 0.032 0.029 0.027
MPNet (All) 0.097 0.076 0.061 0.049 0.039 0.032 0.027 0.024 0.022 0.020
USE 0.059 0.049 0.041 0.034 0.029 0.024 0.021 0.020 0.018 0.016
USE (Large) 0.055 0.044 0.037 0.030 0.024 0.021 0.019 0.017 0.016 0.015
LaBSE 0.032 0.027 0.023 0.020 0.017 0.016 0.014 0.013 0.012 0.011
SPECTER 0.014 0.011 0.009 0.008 0.007 0.006 0.005 0.005 0.004 0.004
CLIP (Multilingual) 0.002 0.002 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
Bert (Base uncased) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
DistilBERT (Base cased) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
GraphCodeBERT 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Bert (Base cased) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
CodeBERT 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Table 2: Recall@1-10 for each model evaluated. The QA dataset-trained MPNet model performs better than all other models
and the baseline for recall @1-4. The baseline performs better than all models evaluated for recall @5-10. Bolded values are the
best performing scores across all models and baseline for a given metric.

5 DISCUSSION
The results suggest that theMPNet (QA) andMiniLM (QA)models
are best able to classify StackOverflow posts over a large potential
label set out of all models evaluated. These models modestly outper-
form a naive baseline over the whole dataset for a small number of
recommendations, but perform better and outperforms the baseline
more convincingly on less frequently used classes.

We can also note that the models that were not explicitly trained
to embed text (BERT, DistilBERT, CodeBERT, GraphCode-
BERT) performed poorly on the XMLC task. This is not surprising
as they have been trained to model language at a token level rather
than create a holistic embedding of a piece of text.

One finding of the results is that all models trained on Stack-
Exchange data (title-body pairs, question-answer pairs, duplicate
question pairs) outperform all other embedding models. Indeed,
the models trained solely on the “QA” dataset, which included the
StackExchange data, outperformed models trained on that plus
other data. This suggests that models trained on in-domain paired
data (in our case, StackExchange post data) are effective at XMLC,
even when they have not been explicitly trained on using tags for
an XMLC task. There are many sources of data online which do
not have topic tags in the way that StackExchange has them, but
do contain possible text pairs (title-body, question-answer, dupli-
cate questions) on which a model could be trained. Examples of
this include the app reviews and forum posts. Future work could
explore the possibility of creating such an embedding model using
text pairs from specific data sources for their use in XMLC or topic
searching on that data source.

The gross performance values of our evaluation are relatively low
(not exceeding 0.2 F1 score in any evaluation), and so these results
need to be considered in relation to the setting of this task. For a
classification task in which supervised training data is available,
the zero shot methods evaluated in this paper could not compete
with most trained classifiers. However, the fact that 16% of all

top recommendations are valid for our top performing model is
noteworthy, given the fact that this is a lower bound. This lower
bound is due to the fact that nearly all tags of a post are relevant, but
not all tags that weren’t applied to a post are irrelevant. Therefore,
while this XMLC method should not be applied in settings where
topic data is already available (e.g. tags for StackOverflow posts),
it may be useful in data domains in which this topic data is not
available.

While classification is the main focus of this work, this could
also illuminate which embedding models create a good general
semantic representation of a post, which could then be used in sim-
ilarity detection, clustering, or outlier detection. Future work could
evaluate the effectiveness of the models evaluated in this work, or
models evaluated on text-pairs from other software engineering
artifact sources, on these down-stream tasks.

Another consideration of this work is that we provide a much
more difficult XMLC task compared to previous work. We consider
all 61,662 unique tags used on StackOverflow at the time of writing
on a random sample of all StackOverflow posts. This is in contrast
to Xu et al. [45], which identified 29,357 “rare” tags which were
used less than 50 times throughout all StackOverflow posts, and
removed all posts which only contained “rare” tags. The use of all
available tags classifying on a random sample of posts is a realistic
setting, especially due to the fact that as new technology becomes
available, new tags will be used on the StackOverflow site. Thus,
our results reflect how a model would perform in this zero-shot
setting as well as in settings where training data would otherwise
be available.

6 THREATS TO VALIDITY
A threat to the validity of these results is that not all models
from the literature were tested. Models such as GMXML [20] and
SE_Bert [15] were considered, but were not readily available online
as a pre-trained model. As wide a variety of seemingly applicable
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Figure 3: Evaluation metrics @1-10 on the rare tag evalua-
tion data subset. MPNet (QA) performs better than all other
models and the naive baseline across all metrics.

and available models as possible was used in our evaluation, but it
remains for future work to add new models to this evaluation as
they become available.

Another threat to validity is the fact that we only included the
post body when performing classification, ignoring the code and
title associated with each post. Code was excluded as most models

evaluated were not trained on source code, and so would not nec-
essarily be able to make a meaningful embedding using it. Titles
were excluded as it was not clear how best to combine this data
with the body text. However, work by Xu et al. notes that including
code and title information as features for a supervised classifier
improves the performance of that classifier overall [45]. It remains
for future work to explore whether incorporating title and code
data to post body text changed the classification performance of
the models tested.

Finally, another threat to validity of these results is the possibil-
ity of false negatives. Due to the fact that we consciously included
as many candidate classes as possible (more than 61,000 possible
tags) to capture the diversity of topics within software forums, we
evaluated posts on many synonymous tags. For example, recom-
mended tags of python and machine learning on a post with only
python 3.x and neural networks real tags would both be classi-
fied as incorrect recommendations. However, Python is a superset
of Python 3.x and neural networks are a form of machine learning,
making both recommendations accurate to the post. Conversely,
we expect relatively few false positives, since each tag is labelled
directly by the author of a post on StackOverflow. Therefore, we
expect the recall values listed in this work to be a lower bound of
their true usefulness. It remains for future work to determine the
false negative rate of this evaluation.

7 CONCLUSION
In this work, we have evaluated the ability of pre-trained deep text
embedding models to perform XMLC of tags for StackOverflow
posts.

We find that out of all models evaluated, theMPNet (QA) and
MiniLM (QA) models performed best, with R@1 scores over the
entire evaluation dataset of 0.161 and 0.128 respectively. These
models were both trained on a variety of data, including text pairs
derived from StackOverflow posts, but crucially not containing any
post tag data.

Our results give insight into which embedding models are most
appropriate for use in classifying tech forum posts when training
is unfeasible. Particularly, our results suggest that training an em-
bedding model using in-domain data (such as title-body pairs or
question-answer pairs) creates a better XMLC model than general
text embedding models. This finding could be applied to software
engineering natural language artifacts which do not have tag data
available, but do have titles or answers, such as app reviews and
forum posts. Future work could determine whether such an embed-
ding model would able to effectively classify topics of these artifacts
without training explicitly on tag data at a higher performance than
baseline methods.
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